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a b s t r a c t

Lispro insulin (LPI), a widely used insulin analog, is produced on tons per year scale. Linear gradient
reversed phase chromatography (RPC) is used in the production to separate LPI from two impurities,
which differ from LPI by a single amino acid residue. A chromatography model for the ternary sepa-
ration in this RPC process is unavailable from the literature. In this study, a parallel pore and surface
diffusion model is developed and verified for LPI and the two impurities. The LPI can be recovered with
high yield (≥95%) and high purity (>99.5%). A new method, which requires a small amount of materials
and an order of magnitude fewer experiments, has been developed to estimate the solvent-modulated
isotherm parameters. A modified reversed phase modulator model is developed to correlate the adsorp-
tion isotherms of LPI and impurities. A strategy has been developed for estimating the intrinsic pore
diffusivity and surface diffusivity. Since the adsorption affinities decrease by more than three orders of
magnitude as organic fraction (ϕ) increases from 0.19 to 0.40, the apparent diffusivities based on a pore
diffusion model or a surface diffusion model can also vary by several orders of magnitude. For this reason,
a pore diffusion model or a surface diffusion model with a constant apparent diffusivity cannot predict
closely the chromatograms over the same range of organic fractions, concentrations, and loadings. The
parallel pore and surface diffusion model with constant diffusivities can predict closely the frontal and
elution profiles over a wide range of organic fractions (0.19–0.40), LPI concentrations (0.05–18 g/L), lin-

ear velocities (<10 cm/min), and loading volume (0.0004–13 CV). For large loading stepwise and linear
gradient elution, the peaks of LPI and the impurities are strongly focused by self-sharpening and gradi-
ent focusing effects as a result of the steep decrease of adsorption affinity from the loading ϕ (0.19) to
elution ϕ (≥0.27). When the ratio of diffusion rate to convection rate is greater than 10, spreading due
to diffusion is largely compensated by the focusing effects. As a result, a pore diffusion model with a
constant pore diffusivity can predict closely the elution profiles in stepwise and linear gradient elution.

alues
The experimental yield v

. Introduction

Insulin is the only recombinant therapeutic protein produced on
ons per year scale [1]. Lispro insulin (LPI) is the first commercial
nsulin analog with a reversed sequence of proline and lysine on the

chain of insulin [2–6]. The reversed amino acid sequence reduces

he tendency of self-association and makes LPI a fast-acting analog
ithout affecting its therapeutic function. As a result, LPI has been
idely used in the treatment of diabetes [7–9].
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(≥95%) can be predicted to within ±1% by the model.
© 2010 Elsevier B.V. All rights reserved.

Reversed phase chromatography (RPC) is a key polishing step
in insulin production [1]. The major goal of RPC is to remove two
structurally similar impurities before size exclusion chromatogra-
phy and crystallization [1,10]. Designing RPC for this separation is
challenging for four reasons: (1) The RPC step must produce LPI
with high purity (>99.5%). (2) LPI and the impurities have similar
retention in RPC, because they have similar molecular structures.
An early eluting impurity is a degraded product (DP), which differs
from LPI by an amino acid residue. A late eluting impurity is A21-
desamido LPI (A21), which has a missing amide group. Complete
separation of LPI from the two impurities is challenging at high

loading. (3) The adsorption affinities of LPI and impurities in RPC
are highly sensitive to the solvent strength (or organic fraction) of
the mobile phase. A small increase in organic fraction can cause
several orders of magnitude decrease in adsorption affinity. (4)
Multi-component competitive adsorption, desorption, and mass
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ransfer behaviors of LPI and the impurities in RPC linear gradient
lution are not well understood.

A major objective of this study is to build a chromatography
odel, which can predict the adsorption and elution of LPI and the

wo impurities over a wide range of organic fractions, and load-
ng/elution conditions. A second objective is to use the model to
nderstand how the key adsorption, mass transfer, and operating
arameters affect the peak shape in frontal, stepwise, and linear
radient elution. The model can also be used in process designs to
mprove peak resolution and yield in a subsequent study.

Only a few chromatography models for insulin and related
olecules in RPC have been reported. The two key elements in a

hromatography model are (1) how to relate the concentrations in
orbent to those in solution, and (2) how to account for the mass
ransfer effects. The single component adsorption and elution of
nsulin has been modeled under isocratic conditions in RPC [11,12].
he adsorption and desorption were considered to be in equilib-
ium and the equilibrium concentrations in the two phases were
orrelated with the Toth isotherm. The isotherm parameters were
stimated using frontal analysis. Either a pore diffusion model or a
urface diffusion model closely predicted the isocratic elution pro-
les of insulin at a fixed organic solvent concentration (31 vol.%
cetonitrile). However, it is unclear whether a pore diffusion or a
urface diffusion model with constant diffusivity can predict elu-
ion profiles in frontal or linear gradient elution over a wide range
f organic fractions.

A recent study reported a Langmuir kinetic model for insulin and
esamido insulin in stepwise elution [13]. The linear and nonlinear
angmuir isotherm parameters were correlated with ethanol con-
entration in an exponential function (solvent-modulated). Axial
ispersion was considered in this model, whereas the effects of
lm mass transfer and intraparticle diffusion were lumped with
hose of adsorption/desorption into a single Langmuir kinetic con-
tant. The kinetic constant and the linear and nonlinear Langmuir
arameters were estimated from stepwise elution profiles of small
nd large pulses, which were eluted at different ethanol concentra-
ions (27 to 30%). The model closely predicted the profiles of insulin
nd desamido insulin eluted at 28%, but not at 26.6%. The authors

ttributed the errors to the extrapolation of isotherm parameters
utside the experimental range. Other features of the literature
odels are summarized in Table 1. A multi-component model that

redicts the elution profiles of insulin and the two impurities in
inear gradient elution has not been reported. It is also unclear

able 1
omparison of this study with literature studies on chromatography models for insulin o

Reference

[11,12] [1

Chromatography model Single component in isocratic elution T

Types of isotherm model, # parameters
for each component

Toth, 3 at each ϕa So
3

Method for isotherm parameter
estimation

Frontal analysis (FA) St

Mass transfer model Dispersion model, film diffusion
lumped with either pore or surface
diffusion model

D
in
k

Max. loading for the model (g/L
column volume)

0.6, 1 6

Insulin of interest Human, porcine, or LPI In
Temperature (◦C) 25 –
Sorbent, particle radius, pore size YMC-ODS-A, C18, 2.5 �m, 120 Å K
Organic solvent, buffer, pH MeCN, 0.1% TFA buffer E
ϕ 0.31 (v/v) 0

a qi = aiCi

[1+(biCi )
m]1/m , (the most heterogeneous sites) 0 ≤ m ≤ 1 (homogeneous surface).

b ∂qi
∂t

= kkin,i

[
Hi × Ci

(
1 − qI

qmax,I
− qdI

qmax,dI

)
− qi

]
, Hi = b × qmax = H0,i × e�� .

c Not reported.
A 1217 (2010) 8103–8120

whether pore diffusion or surface diffusion should be considered
in the model.

Ma et al. developed the most general rate model [14]. The solid
phase concentration is related to the solution concentration by
a solvent-modulated Langmuir kinetic rate expression. When the
rate constants for adsorption and desorption are sufficiently large,
the kinetic rate expression of each component reduces to a solvent-
modulated competitive equilibrium Langmuir isotherm. The mass
transfer mechanisms considered in this model include axial dis-
persion, film mass transfer, pore diffusion, and surface diffusion.
This model has been tested for the adsorption of small organic
molecules and ion exchange of small ions. We tested the model
for LPI and the impurities in this study for two reasons: (1) at a
low organic fraction, asymmetric breakthrough curves of LPI were
observed and they could not be predicted by a pore diffusion model,
and (2) the apparent pore diffusivity estimated from a pore diffu-
sion model and the apparent surface diffusivity estimated from a
surface diffusion model depend strongly on organic fraction and
LPI concentration.

This study aims to answer the following research questions:
(1) Under what conditions (temperature, solvent, and solvent
strength) can adsorbed LPI be fully recovered? (2) Can the
adsorption and desorption of LPI and impurities be described
by a kinetic rate expression or an equilibrium isotherm? If the
adsorption/desorption is in local equilibrium, what is the suitable
isotherm model? (3) How can one estimate isotherm parameters
over a wide range of organic fractions with a small number of
experiments? (4) Which mass transfer mechanisms (pore diffusion,
surface diffusion, or parallel pore and surface diffusion) need to be
considered in the model in order to predict RPC frontal and linear
gradient elution profiles of LPI and the impurities? How can one
estimate the pore diffusivity and surface diffusivity independently?

In this study, the temperature and the loading and elution
organic fractions which allow full recovery of LPI are first identi-
fied. Under such conditions, the adsorption and desorption of LPI
and impurities can be described by an equilibrium isotherm. A mod-
ified reversed phase modulator isotherm is tested for the first time
for LPI and the two impurities. The isotherm model requires four

isotherm parameters for each component.

The most widely used method for estimating isotherm param-
eters is frontal analysis [11,12,15–17]. At a fixed organic fraction,
more than 15 frontal experiments are needed to obtain a single
adsorption isotherm for insulin [11]. To obtain accurate isotherms

r analogs in reversed phase chromatography.

This study

3]

wo components in stepwise elution Three components in linear gradient
and stepwise elution

lvent-modulated Langmuir kinetic,
b

Modified solvent-modulated RPM, 4

epwise elution Linear gradient elution and FA

ispersion model, film and
traparticle diffusion lumped with

inetic constant

Parallel pore and surface diffusion
model

.5 20

sulin and desamido LPI, DP, and A21
c 15
romasil 100, C8, 5 �m, 110 Å YMCbasic C8, 5 �m, 100 Å
tOH, CH3COONH4, pH 4 MeCN, 0.1 M morpholine, pH 7.8
.27, 0.28, 0.29, 0.30 (w/w) 0.19–0.40 (v/v)
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t 10 organic fractions, one would need more than 150 frontal
xperiments. A new method, which requires an order of magni-
ude fewer experiments and less material than the frontal method,
s developed in this study to estimate both linear and nonlin-
ar isotherm parameters over a wide range of organic fractions.
he solvent-modulated linear isotherm parameters are estimated
sing small pulse linear gradient elution with different slopes,
hich probe the isotherm over a wide range of organic fractions.

he solvent-modulated nonlinear isotherm parameters are esti-
ated from frontals at three organic fractions. Strategies are also

eveloped to estimate pore diffusivity and surface diffusivity using
ulses and frontal tests. The estimated parameters are further ver-

fied by frontal, isocratic pulses, and large loading stepwise elution
nd linear gradient elution runs.

The results show that LPI and impurities are eluted when the
atios of pore diffusion flux to surface diffusion flux are between
.1 and 10. Within this region, a parallel pore and surface diffusion
odel can predict closely the breakthrough curves and the elu-

ion profiles over a wide range of organic fractions (0.19–0.40), LPI
oncentrations (0.05–18 g/L), loading volume (0.0004–13 CV), and
nterstitial velocities (<10 cm/min). High product purity (>99.5%
PI) and high yield (≥95%) are obtained from stepwise and linear
radient elution. The experimental yield values for a desired LPI
urity (>99.5%) are predicted to within ±1% by the model.

. Theory

.1. Parallel pore and surface diffusion model

Berninger et al. developed a pore diffusion model for multi-
omponent chromatography [18]. This model takes into account
onvection, axial dispersion, film mass transfer, pore diffusion, and
ompetitive equilibrium or nonequilibrium adsorption/desorption.
he pore diffusion model has been verified with various solutes in
atch chromatography [14,19–31], carousel [27,32], and simulated
oving bed [26,33–48]. The pore diffusion model, however, cannot

redict asymmetric breakthrough curves of high affinity solutes.
a et al. expanded the pore diffusion model to a parallel pore and

urface diffusion model, which accounts for pore diffusion, surface
iffusion, or parallel pore and surface diffusion [14]. We summarize
elow the key assumptions and model equations for the parallel
ore and surface diffusion model. More detailed derivation can be
ound in Ma et al. [14].

The key assumptions of the model include: (a) uniformly packed
olumn with uniform particle size and pore size; (b) uniform flow
istribution in the column; (c) isothermal processes; (d) negligible
adial dispersion and radial concentration gradients in the column;
e) only radial concentration gradient in particles; (f) incompress-
ble mobile phase; and (g) constant pore and surface diffusivities.

ith these assumptions, the following dimensionless equations
an be derived from differential mass balances, boundary condi-
ions, and initial conditions for the i-th component in the bulk, pore,
nd solid phases [14]:

Bulk phase:

∂cb,i

∂�
= 1

Peb,i

∂2cb,i

∂x2
− ∂cb,i

∂x
− Nf,i(cb,i − cp,i|�=1) (1a)

x = 0,
∂cb,i

∂x
= Peb,i(cb,i − cf,i(�)) (1b)
x = 1,
∂cb,i

∂x
= 0 (1c)

� = 0, cb,i = cb,i(0, x) (1d)
A 1217 (2010) 8103–8120 8105

Pore phase:

εp

(
∂cp,i

∂�

)
= Np,i

�2

∂

∂�

(
�2 ∂cp,i

∂�

)
− Yl,i

�L,i
(2a)

� = 0,
∂cp,i

∂�
= 0 (2b)

� = 1 Np,i
∂cp,i

∂�
+ Ns,i

�L,i

(
∂c̄p,i

∂�

)
= Bf,i(cb,i − cp,i) (2c)

� = 0, cp,i = cp,i(0, �) (2d)

The boundary condition of Eq. (2c) is derived from a mass bal-
ance on a control surface at r = R. Since no mass accumulates on the
control surface, at r = R, the film mass transfer flux from the bulk
phase to the pore phase is equal to the sum of pore and surface
diffusion fluxes into the particle [14].
Solid phase:

∂c̄p,i

∂�
= Ns,i

�2

∂

∂�
(�2 ∂c̄p,i

∂�
) + Yl,i (3a)

� = 0,
∂c̄p,i

∂�
= 0 (3b)

� = 1,
∂c̄p,i

∂�
= 2Ns,i

∂c̄p,i

∂�
+ Yl,i (3c)

� = 0 c̄p,i = c̄p,i(0) (3d)

The derivation of Eq. (3c) and a more detailed explanation can
be found in the Appendix A of Ma et al. [14]. Eq. (3c) is derived from
the unsteady state mass balance of species i in the solid phase in a
thin layer of control volume between R and (R − �R). This control
volume cannot be reduced to zero (or �R = 0). Otherwise the net
adsorption per solid volume (Yl,i) and the accumulation term will
be zero, resulting in no surface diffusion flux at the particle surface.
Aris [49] and Riekert [50] proposed another boundary condition:
∂c̄p,i/∂� = 0 at � = 1, which implies no surface diffusion can occur
at the particle surface and contradicts Eq. (2c). Do and Rice pro-
posed the other boundary condition: ∂c̄p,i/∂� = Yl,i, at � = 1 [51].
This boundary condition also implies no surface diffusion flux at
the particle surface. Eq. (3c) is the only boundary condition that
allows the general rate model to consider three separate cases with
three different diffusion mechanisms: (1) pore diffusion, (2) surface
diffusion, or (3) parallel pore and surface diffusion.

The solute concentrations in bulk phase Cb, pore phase Cp, solid
phase Cp (based on solute adsorbed per solid volume), and feed
solution Cf, are normalized by their respective maximum values:

cb,i ≡ Cb,i

Ce,i
; cp,i ≡ Cp,i

Ce,i
; c̄p,i ≡ C̄p,i

C̄T,i

; cf,i ≡ Cf,i

Ce,i
(4)

where Ce is the maximal possible inlet concentration or a reference
concentration, and C̄T is the maximal capacity per solid volume. The
definitions of the dimensionless groups can be found in ‘Nomen-
clature’.

When the adsorption and desorption rates are faster than the
controlling mass transfer rate, local equilibrium can be achieved
between the solid and pore phases. The net adsorption rate of
species i per solid volume, Yl,i, for a local equilibrium system is
defined as:

Y ≡
N∑[

∂c̄p,i ∂cp,j

]
+ ∂c̄p,i ∂ϕ

(5)
l,i

j=1
∂cp,j ∂� ∂ϕ ∂�

where ϕ is the modulator concentration. When the adsorption and
desorption rates are relatively slow compared to the controlling
mass transfer, the assumption of local equilibrium is no longer
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Fig. 1. Parallel pore and surface diffusio

alid. The kinetic equation can relate the solid phase concentrations
o the pore phase concentrations, as discussed later in Section 2.2.

The partial differential equations and associated boundary and
nitial conditions are discretized by orthogonal collocation on finite
lements. The resulting ODE’s and algebraic equations are solved
sing an equation solver. More details about the algorithm and the

ntegration routine can be found in Berninger et al. [18].
The rate model requires input parameters, which include sys-

em, operating, isotherm, mass transfer, and numerical parameters
Fig. 1). The system parameters are related to the specific features
f the equipment, such as column length (L), column inner diame-
er (ID), particle radius (R), column voidages (εt and εb), and system
ead volume (DV). The column voidages and system dead volume
an be measured by pulse or frontal experiments reported in Sec-
ion 3.3.3. The operating parameters specify the loading volume,
eed concentration and composition, linear velocity, organic mod-
fier concentration, and gradient shape. The isotherm model and a
trategy to estimate isotherm parameters are discussed in Section
.2. A strategy to estimate pore diffusivity and surface diffusiv-

ty is proposed in this study (Section 2.4). Axial dispersion and
lm mass transfer parameters are estimated from literature cor-
elations (Section 4.6). The numerical parameters are discussed in
ection 4.2.

.2. Modified reversed phase modulator isotherm (modified RPM)

The adsorption isotherms, which describe how the solute con-
entration in the stationary phase is related to that in the solution at
quilibrium, strongly depend on the organic fraction in the mobile
hase in RPC. The interactions between the adsorbent and the pro-
eins are weakened with increasing organic fraction. This relation
s incorporated into the isotherms using an exponential function
f ϕ and tested for LPI and two impurities in RPC for the first time.
he amount of the i-th component adsorbed per column packing
olume, qi, is given by

i = ao,ie
−Sa,iϕe Cp,i

N∑ (6a)
1 +
j=1

bo,je−sb,jϕe Cp,j

here qi is related to C̄p,i by qi = (1 − εt)C̄p,i, Cp is the solute concen-
ration in pore phase, Sa and Sb are the modulation parameters, N is
Testabs. tol., rel. tol.

el and estimation of model parameters.

the number of solutes in the system, and ao and bo are respectively
the linear and nonlinear Langmuir isotherm parameters at a refer-
ence ϕ (ϕreference). In this study, the ϕreference was chosen to be 0.19.
Preliminary study indicated that LPI loaded could be fully recov-
ered, when the column was pre-equilibrated at ϕ = 0.19 and the
loading volume was kept below 5 CV. For this reason, the separa-
tions in this study were carried out at a loading ϕ = 0.19 and elution
ϕ > 0.19. An effective ϕ, ϕe, which was defined as ϕe = ϕ − 0.19,
instead of the actual ϕ was used in the simulations for two reasons:
(1) the isotherm parameters for the rate model simulations were
needed only when ϕ ≥ 0.19, and (2) this shift in ϕ saves computation
time for simulations. If the isotherm parameters were expressed as
a function of ϕ, a(ϕ), LPI would have very high linear isotherm ao

value (>109), which is the “a” value at ϕ = 0. Simulations using the
“modified isotherms” with a large ao value give the same results as
those using the “modified isotherm parameters”, a(ϕe), but require
more computation time.

The reversed phase modulator model reported in the literature
assumed Sa and Sb are the same [52,53]. In this study, we found that
different Sa and Sb values are needed to model LPI accurately. The
well-known multi-component Langmuir isotherm is a special case
of Eq. (6a) with a fixed ϕe value.

The nonequilibrium form of the modified reversed phase mod-
ulator isotherm is defined as:

Yl,i ≡ 	

CT,i

⎡
⎣l+,i(ϕe)Cp,iC̄T,i

⎡
⎣1−

N∑
j=1

C̄p,j

e−S+jϕe C̄T,j

⎤
⎦ − l−,i(ϕe)C̄p,i

⎤
⎦ (6b)

l+,i(ϕe) = lo+,ie
−S+,iϕe (6c)

l−,i(ϕe) = lo−,ie
S−iϕe (6d)

where lo+,i and lo−,i are respectively the intrinsic adsorption rate
constant and desorption rate constant of the i-th component; S+

and S− are the solvent modulation parameters. The kinetic param-
eters can be related to the isotherm parameters for an equilibrium
system according to the equations below:
lo+,i

lo−,i
= bo,i (6e)

CT,i(1 − εt) = ao,i

bo,i
(6f)
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b,i = S−,i (6g)

a,i − Sb,i = S+,i (6h)

hen Sa = Sb, S+,i = 0 and the exponential term in Eq. (6b) will be
[23]. Eq. (6b) can also be expressed in terms of dimensionless

roups:

l,i ≡ Nl+,i(ϕe)cp,i

⎡
⎣1 −

N∑
j=1

c̄p,j

e−s+,jϕe

⎤
⎦ − Nl−,i(ϕe)c̄p,i (7a)

l+,i(ϕe) = Ce,iLl+,i(ϕe)
u0

(7b)

l−,i(ϕe) = Ll−,i(ϕe)
u0

(7c)

here Nl+,i is a characteristic adsorption rate relative to the con-
ection rate, and Nl−,i is a characteristic desorption rate relative to
he convection rate [23].

.2.1. Estimation of linear isotherm parameters using linear
olvent strength theory (LSS)

The linear isotherm parameters in Eq. (6a) (ao and Sa) can be
stimated from the retention times of two or more pulses in lin-
ar gradient elution [54]. The capacity factor of component i at ϕe,
i(ϕe), which is proportional to ai(ϕe), can be related to ϕe:

i(ϕe) = ko,i10−siϕe (8)

here ko,i is the capacity factor of component i when the organic
raction ϕ = ϕreference = 0.19, and Si is a constant for component i and
given organic modifier.

If the retention of a solute follows Eq. (8), the gradient elution
ime of the solute in a differential pulse, tGR, is given as [54–58]:

GR,n =
(

t0

ˇn

)
log(2.3koˇn + 1) + t0 + td (9a)

here

n = St0(ϕef − ϕe0)
TG,n

(9b)

here t0 is the retention time of the solvent (or a non-adsorbing
olute) in the column, ˇ is the gradient steepness parameter, td
s the time to fill extra-column dead volume, ϕef is the effective
rganic fraction at the end of the linear gradient, ϕe0 is the effective
rganic fraction at the beginning of the linear gradient, ko is the
apacity factor at ϕe0, TG is the gradient time, and subscript n is
he property for the n-th run. For each component, at least two
inear gradient elution runs at different gradient slopes are needed
o estimate the two unknowns, ko and S in Eq. (9).

The linear isotherm parameter in the modified reversed phase
odulator, ao,i in Eq. (6a), is related to ko,i, based on the solute
ovement theory [59]:

i(ϕe) = εtki(ϕe) = εt

(
tr,i(ϕe) − t0

t0

)
(10a)

r

o,i = εtko,i (10b)

here εt is the total porosity of the column, and tr,i(ϕe) is the
etention time of component i in isocratic elution at ϕe. The linear
sotherm modulator parameter, Sa,i in Eq. (6a) is related to Si:
a,i = Si ln(10) = 2.3Si (11)

nce we have ao,i and Sa,i, the linear isotherm parameter of com-
onent i at organic fraction ϕe can be calculated by:

i(ϕe) = ao,ie
−Sa,iϕe (12)
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2.2.2. Frontal analysis and effective column capacity
Frontal analysis, FA, is considered the most reliable method for

determining adsorption isotherms. It has also been applied to esti-
mate the isotherm of insulin or its variants [11,12,15–17]. In frontal
analysis, the amount of compound adsorbed can be calculated by
the mass balance equation:

q = C × (Vbr − Vo)
CV

(13)

where q refers to the amount of compound adsorbed per column
volume when in equilibrium with the concentration, C, Vbr is the
breakthrough volume corrected for the extra-column dead volume,
Vo is the column void volume, and CV is the column packing volume.

However, the frontal analysis equation Eq. (13) does not con-
sider a gradual loss of column capacity upon repeated loading. A
small amount (<1%) of high molecular weight impurities in the feed
adsorb irreversibly on the column, resulting in slow fouling, or a
gradual decrease in effective column capacity upon repeated load-
ing. The capacity factor k of anthracene was used in this study to
track the effective column capacity or effective column length. To
account for any capacity loss upon repeated loading and stripping,
an effective column length for an old column, Lold, can be calculated
by:

Lold = kold

knew
× Lnew (14)

where Lnew is the column length of a fresh column, k is the capacity
factor of anthracene, subscript old or new refers to an old column or
a fresh column, respectively. When an old column was used in the
frontal experiments, the amount of compound adsorbed per fresh
column volume can be estimated from the ratio of k:

q = C × (Vbr − Vo)
CVold

= C × (Vbr − Vo)
CVnew × (kold/knew)

(15)

2.2.3. Estimation of nonlinear isotherm parameters
Traditional frontal analysis requires a large amount of feed

materials and 150 experiments to obtain accurate linear and
nonlinear isotherm parameters at 10 organic fractions. Such an
approach is expensive for proteins or other valuable pharmaceuti-
cals.

A new method, which requires less feed and a smaller num-
ber of experiments, is tested in this study. This method combines
both linear solvent strength theory and frontal analysis. The linear
isotherm parameters were first estimated based on the reten-
tion times of two or more small pulses in linear gradient elution
(Section 2.2.1). Once the linear isotherm parameters at each ϕ
are known, the nonlinear isotherm parameters can be estimated
from three or more frontal runs at different ϕs. For the Langmuir-
type isotherm (q(ϕe) = a(ϕe)C/(1 + b(ϕe)C)), the nonlinear isotherm
parameter b(ϕe) can be calculated when q(ϕe), a(ϕe), and C are
known.

b(ϕe) = a(ϕe)
q(ϕe)

− 1
C

(16)

where the linear isotherm parameter, a(ϕe), is estimated from the
linear solvent strength theory (Eq. (9)) or the retention time of an
isocratic pulse at ϕe, and the q(ϕe) and C values are from frontal

analysis (Eq. (13) or Eq. (15)). With a(ϕe) and frontal data at three
different ϕes, the nonlinear isotherm parameters, bo and Sb, can
then be estimated from a plot of ln b(ϕe) versus ϕe:

ln b(ϕe) = ln bo − Sbϕe (17)
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.3. Apparent pore diffusivity (Dp,app) and apparent surface
iffusivity (Ds,app) in a parallel pore and surface diffusion system

For a system with only pore diffusion, the pore diffusion flux (Jp)
an be related to the pore phase concentration gradient using the
ick’s law:

p = −Dp
∂Cp

∂r
(18)

For a system with only surface diffusion, the surface diffusion
ux (Js) can also be related to surface concentration gradient using
he Fick’s law:

s = −Ds
∂C̄p

∂r
= − Ds

(1 − εt)
∂q

∂r
= − Ds

(1 − εb)(1 − εp)
∂q

∂r
(19a)

here C̄p,i (based on per solid volume) is related to qi (based on
er bed volume) via qi/(1 − εt) = qi/((1 − εb)(1 − εp)). When the sys-
em is in local equilibrium, the surface concentration gradient can
e expressed as a function of pore phase concentration gradient
∂Cp/∂r) and the slope of the isotherm (∂q/∂Cp) for a single compo-
ent system:

s = − Ds

(1 − εt)
∂q

∂Cp

∂Cp

∂r
(19b)

n a nonlinear isotherm system (bCp » 1), the flux Js depends on
∂Cp/∂r) and the slope of the isotherm ∂q/∂Cp. The surface flux
ecreases with increasing loading concentration for a Langmuir
ystem, since ∂q/∂Cp decreases with increasing Cp. For this reason,
f surface diffusion dominates, the low concentration portion of the
reakthrough curve is sharp and the high concentration portion is
road, and the breakthrough curve shows the characteristic slow
pproach to saturation [14].

In the case of parallel pore and surface diffusion, the overall
ntraparticle diffusion flux (Jtotal) is:

Jtotal = εpJp + (1 − εp)Js

= −εpDp
∂Cp

∂r
− (1 − εp)Ds

(1 − εb)(1 − εp)
∂q

∂r

= −εpDp
∂Cp

∂r
− Ds

(1 − εb)
∂q

∂r

(20)

he shape of the breakthrough curves is more complex and is
xplained below. When a single-component parallel pore and sur-
ace diffusion system is in local equilibrium, Jtotal can be related to
Cp/∂r with an apparent pore diffusivity (Dp,app) [14]. For a system
ith the Langmuir isotherm:

p,app = Dp + Ds

εp(1 − εb)
∂q

∂Cp
= Dp + Ds

εp(1 − εb)
a(ϕe)

(1 + b(ϕe)Cp)2

(21a)

imilarly, one can relate Jtotal to ∂q/∂r with a Ds,app:

s,app = Ds + εp(1 − εb)
Dp

(∂q/∂Cp)

= Ds + εp(1 − εb)

(
1 + b(ϕe)Cp

)2

a(ϕe)
Dp (21b)

or fixed εb and εp, Dp,app and Ds,app are functions of isotherm
arameters, organic fraction, and pore concentration. When ϕ is
igh, adsorption is negligible and there is no surface diffusion. Only
ore diffusion is important and a symmetric breakthrough curve is

xpected.

In the linear isotherm region (b(ϕe)Cp « 1), Dp,app and Ds,app are
onstant at a given ϕ. Therefore, a symmetric breakthrough curve
t a given ϕ is expected, and one cannot tell pore diffusion from
urface diffusion. Breakthrough curves can be predicted by a pore
A 1217 (2010) 8103–8120

diffusion model, a surface diffusion model, or a parallel pore and
surface diffusion model. However, Dp,app and Ds,app can vary with ϕ,
and have opposite ϕ dependence. At a small ϕ, a(ϕe) is large, Dp,app

can be larger than the intrinsic Dp because of the contributions from
surface diffusion (Eq. (21a)). As ϕ increases, a(ϕe) decreases and
Dp,app decreases accordingly. By contrast, at a low ϕ, a(ϕe) is large
and Ds,app approaches Ds. As ϕ increases, a(ϕe) decreases, contribu-
tions from pore diffusion increase, and Ds,app increases accordingly
(Eq. (21b)).

In the nonlinear region (b(ϕe)Cp » 1), Dp,app and Ds,app are both
functions of pore concentration and ϕ. As a result, neither a pore
diffusion model nor a surface diffusion model can describe the
breakthrough curves over a wide range of ϕ’s or concentrations for
a parallel pore and surface diffusion system, as shown in Section 4.

2.4. Strategy to estimate the intrinsic pore diffusivity (Dp) and
surface diffusivity (Ds)

According to Eq. (21a), Dp can be estimated from pulses or break-
through curves at a high ϕ, where adsorption and surface diffusion
are negligible. The estimation of Ds is more challenging, since Ds is
usually one or two orders of magnitude smaller than Dp, and surface
diffusion can easily be dominated by pore diffusion, as expected
from Eq. (21). To estimate Ds directly, one should minimize contri-
butions from pore diffusion by using pulse or frontal data at a low
ϕ and a low concentration. However, pulses at low ϕ are difficult
to detect, since LPI adsorbs strongly, and a small pulse can disperse
to below the detection limit. Breakthrough curves at a low con-
centration and a low ϕ are also difficult to detect, because of a long
retention time and a low signal. Alternatively, breakthrough curves
at an intermediate ϕ, where contributions from pore diffusion and
surface diffusion are comparable, can be used to estimate Ds. The
low concentration portion of the breakthrough curves can be used
to estimate Dp,app, whereas the high concentration portion can be
used to estimate Ds,app. Since Dp is estimated from pulse tests at a
high ϕ, Ds can be solved from the estimated Dp,app using Eq. (21a)
or from the estimated Ds,app using Eq. (21b).

2.5. Pore diffusion flux and surface diffusion flux as a function of
ϕ and Cp

If the isotherm parameters, Dp, and Ds are known, one can use
the ratio of pore diffusion flux to surface diffusion flux to identify
the range of ϕ’s and Cp’s in which pore diffusion dominates, sur-
face diffusion dominates, or both pore and surface diffusion are
important:

εpJp
(1 − εp)Js

= −εpDp(∂Cp/∂r)
−(Ds/(1 − εb))(∂q/∂r)

(22a)

For a system with the Langmuir-type isotherm:

εpJp
(1 − εp)Js

= −εpDp(∂Cp/∂r)
−(Ds/(1 − εb))(∂(aCp/(1 + bCp))/∂r)

(22b)

The maximum concentration gradient at Cp is the concentration
change from zero to Cp. Therefore, Eq. (22b) can be simplified to:

εpJp
(1 − εp)Js

= εp(1 − εp)
Dp

Ds

Cp

(aCp/(1 + bCp))
= εp(1 − εb)

Dp

Ds

(1 + bCp)
a
(22c)

For LPI, since a and b are functions of ϕ, Eq. (22c) becomes:
εpJp
(1 − εp)Js

= εp(1 − εb)
Dp

Ds

(1 + b(ϕ)Cp)
a(ϕ)

(22d)

If pore diffusion dominates, one would expect the ratio of pore dif-
fusion flux to surface diffusion flux is much greater than 1 and Eq.
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22d) can be rearranged:

+ b(ϕ)Cp >>
a(ϕ)

εp(1 − εb)
Ds

Dp
(23a)

f surface diffusion dominates, one would expect the ratio of pore
iffusion flux to surface diffusion flux is much smaller than 1 and

a(ϕ)
εp(1 − εb)

Ds

Dp
− 1 >> b(ϕ)Cp (23b)

. Experimental

The solution preparation and pH measurements were carried
ut at 15 ◦C. All chemicals were equilibrated to 15 ◦C before prepa-
ation, and kept at 15 ◦C during the chromatography runs. All
olutions were prepared based on weight, and were used within
hree days of preparation. The densities of the solutions were deter-

ined either experimentally at 15 ◦C or were taken from literature
orrelations [60].

.1. Materials

Crude feed solutions for C8 reversed phase purification and LPI
rystals for frontal analysis were provided gratis by Eli Lilly & Co.
Indianapolis, IN). The crude solutions had approximately 6–7 g/L
f LPI, 0.06 g/L DP, and 0.01 g/L A21. All reagents used in these
tudies were reagent grade. Sodium 1-octanesulfonate and sodium
cetate trihydrate were purchased from Sigma–Aldrich (St. Louis,
O). Morpholine and diethylamine were purchased from Fisher

cientific (Fair Lawn, NJ). Sodium sulfate anhydrous, acetonitrile,
hosphoric acid, hydrochloric acid, and sodium hydroxide were
urchased from Mallinckrodt Baker (Phillipsburg, NJ). Deionized
ater was obtained from a Millipore (Bedford, MA) four-stage car-

ridge system.

.2. Equipment

An Agilent 1100 HPLC unit (Santa Clara, CA) consisting of a micro
acuum degasser, a binary pump, an autosampler with a maximum
njection volume of 100 �L, a thermostatted autosampler, a ther-

ostatted column compartment, a variable wavelength detector,
nd a Hewlett-Packard PC with Agilent ChemStation® software was
sed for the analytical and small loading semi-preparative oper-
tion. For loading volume greater than 100 �L, the Agilent 1100
PLC unit was also used but instead of the autosampler, a man-
al injector valve (Rheodyne 7725i) was attached for feed injection
nd the feed solution was pumped with a Waters 515 pump
Milford, MA).

A Zorbax 300SB-C8 (3 mm × 100 mm, particle diameter of
.5 �m, and pore diameter of 300 Å) analytical column and a Nar-
ow Bore guard column (2.1 mm × 12.5 mm, 5 �m, 300 Å) were
btained from Agilent Technologies (Santa Clara, CA). A YMCbasic
8 semi-preparative column (10 mm × 150 mm, 10 �m, 100 Å) was
btained from Waters (Milford, MA). Regular column performance
ests showed the column capacity remained stable throughout the
xperiments.

A Mettler Toledo AG204 or a Denver Instrument XL3100 balance
nd a ThermoOrion 420A pH meter were used in solution prepara-
ion. The sample temperatures of analytical and semi-preparative
uns were 4 and 15 ◦C, respectively. For loading volume greater than
00 �L, the feed solutions were maintained at 15 ◦C in a Honey-

ell cooler (Princess International Inc., Brooklyn, NY). The column

emperatures of analytical and semi-preparative runs were 25
nd 15 ◦C, respectively. Analytical mobile phases were maintained
t 25 ◦C in a water bath (Sheldon Manufacturing, Inc., Cornelius,
R). Mobile phases for the semi-preparative chromatography were
A 1217 (2010) 8103–8120 8109

maintained at 15 ◦C by a cold room (Bally Case and Cooler Inc., Bally,
PA).

3.3. Procedures

3.3.1. Analytical HPLC procedure
The analytical HPLC assay was carried out on a narrow bore C8

guard column and a 300SB-C8 column in series at 25 ◦C with a 2 �L
injection at 0.80 mL/min. The mobile phase was a mixture of ace-
tonitrile and 0.035 M sodium phosphate (monobasic) buffer. Two
linear gradients were applied; the first, from 0.37 to 0.40 MeCN
fraction in 10.0 min, and the next, from 0.40 to 0.41 MeCN frac-
tion in 5.0 min. For regeneration, a step-up to 0.50 MeCN fraction
was applied for 2.2 min, before a 2.0 min re-equilibration back
to the initial conditions. The chromatograms were examined at
215 nm wavelength. To ensure analytical accuracy, a feed sample
was injected every 10 injections as a control. Reproducible reten-
tion time of the feed sample indicated consistent analytical column
performance.

3.3.2. Sample preparation
The crude LPI solutions were kept in the freezer (−20 ◦C) and

thawed before use. Morpholine and 10% (v/v) hydrochloric acid
were kept at 4 ◦C and 10 ◦C, respectively. The crude LPI solution was
thawed in a water bath (17–18 ◦C) for 30 min. After the feed was
completely thawed, morpholine was added. The pH was adjusted
to 7.6–8.0 with 10% hydrochloric acid at a temperature between
13 and 17 ◦C. Finally, acetonitrile was added to the pH adjusted
solution such that the final solution had 0.1 M morpholine, desired
MeCN fraction (v/v), and controlled pH (7.6–8.0). The feed solu-
tion was equilibrated to 15 ◦C for 30 min before injection. All feed
solutions were used within 2 h after preparation.

Pure DP and pure A21 samples were prepared for the isotherm
parameter estimation. Pure fractions of DP were collected from
large loading (2–3 CV) semi-preparative runs. The purity and con-
centration of A21 obtained from the semi-preparative runs were
too low for parameter estimation. To obtain A21 standards, LPI was
first converted to A21 by adding HCl to pH about 2 [17,61]. The sam-
ples were incubated for about 3 days at 40 ◦C and then analyzed by
HPLC. The A21 content was about 60% and was determined from
the HPLC chromatograms.

3.3.3. System parameters
The extra-column dead volume was measured by a series of

MeCN step change experiments (from ϕ = 0.00 to 0.05) at two dif-
ferent flowrates (0.3 and 0.5 mL/min) at 192 nm. Three trials were
done for each flowrate, and the results were reproducible. The
interparticle porosity of the semi-preparative column, εb, was mea-
sured with a series of 0.5 �L 0.1 g/L blue dextran (MW = 2,000,000)
pulse injections at ϕ = 0.80. The response was monitored at 430 nm.
Three trials were done for each superficial velocity (1.3 cm/min or
0.6 cm/min). The intraparticle porosity (εp) of the semi-preparative
column was calculated from the packing density (
b), solid density
(
s), and interparticle porosity (εb) (
b = (1 − εb)(1 − εp)
s).

3.3.4. Semi-preparative column performance
A regular column performance test was conducted between

runs to track the efficiency and effective capacity of the semi-
preparative columns. The procedure was adapted from the
published instruction of the manufacturer. The standard for the
semi-preparative column was 0.092 g/L uracil (C4H4N2O2, MW

112.09) and 0.024 g/L anthracene (C14H10, MW 178.23) in 0.60 (v/v)
MeCN solution (ϕ = 0.60). The operating temperature was 15 ◦C. The
semi-preparative column was equilibrated at ϕ = 0.60 at a flowrate
of 3.0 mL/min for 2 CV. After a 20 �L sample was injected, isocratic
elution at ϕ = 0.60 was carried out for 20 min. The chromatograms
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Table 2
Operating conditions and mass balances of frontal experiments.

Run F1 F2 F3 F4 F5 F6 F7

Column length, L (cm)a 14.2 15.0 15.0 14.2 15.0 15.0 15.0
MeCN fraction, ϕ 0.30 0.27 0.23 0.19 0.27 0.27 0.27
Load volume (CV) 8.9 6.8 13.3 16.1 4.4 3.0 3.0
[LPI] in feed (g/L) 4.8 3.7 5.3 5.7 11.1 18.1 22.7
Loading amount (g/CV) 42.6 25.1 70.5 91.4 48.6 54.4 68.1
Flowrate (CV/h) 4.5 7.3 4.6 4.9 11.0 10.6 10.0
Velocity, u0 (cm/min) 4.1 6.7 4.3 4.5 10.1 9.8 9.3
Regeneration volume (CV) 2.2 4.0 2.3 1.3 6.0 7.2 10
ϕ at regeneration 0.6 0.6 0.6 0.6 0.6 0.6 0.6
Regeneration flowrate (CV/h) 5.6 12.0 4.6 2.6 12.1 12.0 12.0
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ment of LPI ≥ 99.5%, DP ≤ 0.3%, and A21 ≤ 0.15%, the experimental
yield of LPI was greater than 97% in the stepwise elution runs (S1
and S2) and greater than 95% in the linear gradient elution runs
(L1 and L2).

Table 3
Operating conditions and mass balances of large loading stepwise elution runs.

Run S1 S2 S3

Column length, L (cm)a 15.0 15.0 14.2
Load volume (CV) 3.3 2.0 2.0
[DP] in feed (g/L) 0.08 0.05 0.05
[LPI] in feed (g/L) 4.6 4.7 4.5
[A21] in feed (g/L) 0.06 0.004 0.02
Loading amount (g/CV) 15.3 9.4 9.1
Loading velocity, u0 (cm/min) 7.0 7.0 5.6
Loading flowrate (CV/h) 7.6 7.4 6.1
MeCN fraction at step 1, ϕ1 0.28 0.27 0.25
Elution volume at step 1 (CV) 3.4 3.5 7.2
MeCN fraction at step 2, ϕ2 0.31 0.31 0.28
Elution volume at step 2 (CV) 1.7 1.4 1.3
Elution velocity, u0 (cm/min) 5.6 4.8 5.6
Elution flowrate (CV/h) 6.2 5.2 6.1
Np,app (ϕ1) 12 16 23
Regeneration volume (CV) 2.0 2.0 2.0
ϕ at regeneration 0.6 0.6 0.6
Regeneration velocity, u0 (cm/min) 11.5 11.5 5.6
Regeneration flowrate (CV/h) 12.2 12.2 6.1
LPI mass balance (out/in) 1.01 0.99 1.00
Exp. purity (%)b 99.8 99.6 99.8
Exp. yield (%)b 97.0 97.3 94.6
Cproduct (g/L) 5.1 3.4 3.7
Regeneration velocity, u0 (cm/min) 5.2 11.1
LPI mass balance (out/in) 0.99 0.98

a The effective column length is calculated from Eq. (14).
b The mass balance of F4 is unavailable.

ere examined at 254 nm wavelength. The effective column length
as calculated based on the capacity factors of anthracene and Eq.

14). A 100 �L LPI isocratic elution was performed at ϕ = 0.28 as an
ndependent check for column performance.

.3.5. Semi-preparative chromatography
Different types of semi-preparative runs on the YMCbasic C8

olumns were conducted at 15 ◦C. The mobile phase consisted of
mixture of acetonitrile and 0.1 M morpholine buffer with pH

djusted to 7.6–8.0 by 10% (v/v) hydrochloric acid. To measure
eCN adsorption isotherm, the column was pre-equilibrated at a

owrate of 1.2 mL/min (1.53 cm/min) at ϕ = 0.05, 0.10, 0.15, 0.20,
.25, or 0.30. A pure MeCN pulse (50 �L) was then injected to the
re-equilibrated column, and the pulse was monitored at 190 nm.
he retention time was used to estimate MeCN isotherm parame-
ers at different MeCN fractions. At least two replicate runs were
ested at each ϕ to ensure reproducibility.

Small loading (100 �L or lower) linear gradient elution at
.4 mL/min (11.3 cm/min) was used to estimate linear isotherm
arameters for LPI and the two impurities. The small pulses were
onitored at 280 nm, where the response was high. The column
as first pre-equilibrated with at least 2 CV at the loading ϕ. A

oading ϕ of 0.19 was used in the linear gradient elution runs. Two
ifferent MeCN ranges were tested in the linear gradient elution
uns: from 0.19 to 0.43 MeCN fraction over 9, 18 and 27 CV, and
rom 0.19 to 0.35 MeCN fraction over 6, 12, and 18 CV. Small load-
ng (100 �L) isocratic elution runs (at ϕ = 0.27, 0.28, and 0.30) were
arried out to verify the linear isotherm parameters estimated from
he linear gradient runs. Linear velocities tested in isocratic elution
nclude 2.6, 5.5, and 11.3 cm/min. The column was regenerated at
= 0.60 for at least 2 CV after each run.

Frontal and large loading (>100 �L) linear gradient and step-
ise elution runs required the use of a feed pump. Large loading

xperiments were monitored at 295 nm, where the response was
ound to be linear over a wide range of concentrations. Each run
as pre-equilibrated at ϕ = 0.19 before loading and later regener-

ted at ϕ = 0.60. Each pre-equilibration or regeneration step takes
t least 2 CV of solution. The effluent was collected in fractions for
PLC analysis. The detailed loading and operating conditions of the

arge loading semi-preparative runs are summarized in Tables 2–4.

. Results and discussion

.1. Experimental mass balance of LPI in frontal runs and the yield

f LPI for the stepwise elution and linear gradient elution runs

The mass balance of each frontal run was examined to see if
he adsorbed LPI can be fully recovered when loaded at ϕ = 0.19
nd 15 ◦C (Table 2). The mass balance of LPI was defined as
4.3 2.4 11.2 11.1 11.1
0.98 –b 0.95 0.97 0.95

the amount of LPI eluted relative to the amount of LPI loaded.
The amount of LPI loaded was calculated from loading volume
and feed concentration. The amount of LPI eluted was calcu-
lated based on the integrated peak area in the semi-preparative
chromatogram.

The mass balance results (Table 2) indicate that most of the
LPI (95% or greater) loaded in the frontal runs, except F4, was
eluted. The difference between input and output was less than
5%, which was within the errors from HPLC analysis and integra-
tion of the peak areas of the semi-preparative chromatograms.
For F4, column frits were clogged after 16 CV loading at 5.7 g/L
and the mass balance was unavailable. The mass balances for
large loading stepwise elution runs (Table 3) and linear gradient
elution runs (Table 4) were also 95% or greater. The results indi-
cate that all the LPI adsorbed at ϕ = 0.19 was recovered under the
conditions tested. More important, for a product purity require-
Productivity (g/L h−1) 6.3 5.0 3.8
Sim. purity (%)b 99.5 99.6 99.5
Sim. yield (%)b 89.3 98.2 98.4

a The effective column length is calculated from Eq. (14).
b The product purity requirements are: LPI ≥ 99.5%, DP ≤ 0.3%, A21 ≤ 0.15%.
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Table 4
Operating conditions and mass balances of large loading linear gradient elution runs.

Run L1 L2 L3 L4

Column length, L (cm) 15 15 15 15
Load volume (CV) 2.7 2.4 4.2 4.2
[DP] in feed (g/L) 0.07 0.08 0.05 0.06
[LPI] in feed (g/L) 5.8 6.3 4.5 4.4
[A21] in feed (g/L) 0.01 0.01 0.01 0.01
Loading amount (g/CV) 15.6 15.0 18.8 18.4
Loading velocity, u0 (cm/min) 5.9 5.0 12.0 12.8
Loading flowrate (CV/h) 6.4 5.4 13.0 13.8
ϕ0 at the beginning of elution 0.22 0.22 0.19 0.19
ϕf at the end of elution 0.31 0.33 0.35 0.37
Elution slope (%/CV) 0.87 1.43 0.92 2.19
Elution velocity, u0 (cm/min) 3.0 3.1 10.9 10.0
Elution flowrate (CV/h) 3.3 3.4 11.8 10.9
Np,app (ϕ = 0.27) 26 23 7 7
Regeneration volume (CV) 2.0 2.0 2.0 2.0
ϕ at regeneration 0.6 0.6 0.6 0.6
Regeneration velocity, u0 (cm/min) 6.3 3.1 10.9 10.9
Regeneration flowrate (CV/h) 6.8 3.4 11.8 11.8
LPI mass balance (out/in) 1.0 1.0 0.95 0.95
Exp. purity (%)a 99.5 99.5 – –
Exp. yield (%)a 94.6 94.6 – –
Cproduct (g/L) 5.6 9.7 – –

4

w
i

Productivity (g/L h−1) 3.5
Sim. purity (%)a 99.6
Sim. yield (%)a 96.9

a The product purity requirements are: LPI ≥ 99.5%, DP ≤ 0.3%, A21 ≤ 0.15%.
.2. Numerical parameters and mass balance of simulations

To ensure the convergence of numerical solutions, simulations
ere carried out to check each of the six numerical parameters,

ncluding number of axial elements (Na), number of axial collo-

Table 5
Parameters of the parallel pore and surface diffusion m

System 
parameters

L a (cm) ID (cm) R (μm) εb

15 1 5 0.27

Mass 
transfer 
parameters

kf (cm/min) Wilson a
Eb (cm2/min) b Chung an

Component
Parameter                   MeCN 

D∞ (cm2/min) 7.3 × 10-

Dp (cm2/min) 2.1 × 10-

Ds (cm2/min) −

Ke (−)c 1

Isotherm 
parameters c

ao (CV basis) 0

Sa (−) 0

bo (L/g) 0

Sb (−) 0

Numerical 
parameters

Absolute tolerance (g/L) 10-4

Relative tolerance 10-3

Number ofaxial 
elements

Integratio
step size
(Δθmax)
(% CV)

400 0.1
aThe column length of a fresh column was 15 cm. Dep
length was used in the simulations.
bAn empirical equation (Eb ∝ u0) is tested to describe t
cm/min).
cThe isotherm parameters are based on ϕe (=ϕ – 0.19).
were based on Ke of 0.75. Others are based on Ke of 1. Th
More detailed derivation and discussion are given in Ap
4.3 – –
99.7 – –
95.5 – –
cation points (Nac), number of particle collocation points (Npc),
absolute tolerance, relative tolerance, and integration step time
(��max). In this study, a numerical solution was considered con-
verged when simulations were identical when Na, Nac, and Npc were
increased and absolute tolerance, relative tolerance, and ��max

odel used in VERSE simulation.

εp Dead Volume (%CV)

0.67 0.6 (≤ 100 μL pulse); 
7 (frontal and > 100 μL loading)

nd Geankoplis (1966)
d Wen (1968)

DP LPI A21
4 5.2 × 10-5 5.2 × 10-5 5.2 × 10-5

5 1.5 × 10-6 1.5 × 10-6 1.5 × 10-6

− 1.7 × 10-7 −

1 1 (0.75) 1

1438 2172 (2172) 5147

80 78 (76) 80

0 34 (32) 0

0 71 (70) 0

10-6 10-4 10-6

10-4 10-3 10-4

n Collocation points

Axial Particle

4 1

ends on the column usage, an effective column

he long tailing at high elution velocities (u0 > 10

The isotherm parameters in parentheses for LPI
e two sets of isotherm parameters are equivalent.
pendix A.
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Fig. 2. Small pulse (5 �L for LPI, 100 �L for DP and A21) linear gradient elution runs
from 0.19 to 0.43 MeCN fractions over: (a) 9 CV, (b) 18 CV, and (c) 27 CV for each
of the key components. For comparison, the concentrations are normalized by the
maximum peak concentration. Thick lines are UV traces at 280 nm. Thin lines are
112 P.-L. Chung et al. / J. Chrom

ere reduced. Since the impurities were a hundred times smaller
han LPI in concentration, the tolerance values set for impurities
ere smaller than those for LPI. Table 5 summarizes the numerical
arameters used to obtain converged solutions in this study. The
ass balance errors of the simulations were within ±1%, which was
ithin the tolerances set for the computation.

.3. MeCN adsorption

If an organic modifier is adsorbed on a RPC column, it can
ompete with proteins for the adsorption sites. The adsorption
an also affect gradient shape. MeCN adsorption on a C8 column
as observed when a pulse of MeCN was injected into a C8 col-
mn which was pre-equilibrated at ϕ = 0.05 (or 39 g/L). To obtain
he MeCN adsorption isotherm, the column was equilibrated at
= 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, and 0.40 (or 315 g/L). At each
, a pulse of pure MeCN was injected to obtain the retention time,
hich was used to find the slope of the isotherm (∂q/∂ϕ) at ϕ. The

lopes at the seven ϕ values were correlated with a third order
olynomial equation, which was integrated to find q(ϕ).

The standard Langmuir isotherm was tested to corre-
ate the MeCN adsorption data. The linear and nonlinear
sotherm parameters were respectively 0.164 and 0.002
qMeCN = 0.164 CMeCN/(1 + 0.002 CMeCN)). The units of CMeCN and
MeCN were grams per liter column volume (g/L) in the Langmuir
sotherm. When the concentration of MeCN increased from 150 to
15 g/L (corresponding to ϕ from 0.19 to 0.40), the concentration
f MeCN adsorbed increased from 20 to 33 g/L. Only 0.15 g of
eCN uptake was needed to change column presaturation from
= 0.19 to 0.40 for the semi-preparative column (12 mL). The

mall amount of MeCN adsorption has negligible effect on gradient
hape in the range studied. VERSE simulations were conducted to
heck this assumption. As expected, the resulting outlet gradient
hapes were identical in the absence and in the presence of MeCN
dsorption. The effect of competitive adsorption of MeCN with LPI
as lumped with the modulation effects of MeCN and taken into

ccount by the modulator constants, Sa and Sb, in the LPI isotherm
s shown below.

.4. Linear isotherm parameters

.4.1. Estimation of linear isotherm parameters (ao and Sa)
Linear isotherm parameters, ao and Sa, were estimated from the

etention times of 27 linear gradient elution runs by applying Eq.
9). Small pulse linear gradient elution runs with different gradient
lopes were carried out for each of the key components: DP, LPI,
nd A21. Mass-center retention data of 100 �L (∼0.01 CV) injec-
ions and gradients of MeCN fraction from 0.19 to 0.35 over 6, 12,
r 18 CV were used in Eq. (9) to estimate the linear isotherm param-
ters. To test whether a wider range of ϕ’s and a smaller pulse
ize could improve the accuracy of the isotherm parameters, pulse
njections (5 �L, 0.0004 CV) with the same gradient slopes but over
wider ϕ range were carried out (ϕ from 0.19 to 0.43 over 9, 18,
r 27 CV) (Fig. 2). Two or more replicate runs were done to ensure
eproducibility. The isotherm parameters estimated from the two
ets of linear gradient elution data were in close agreement. Differ-
nces in the MeCN range and pulse size had negligible effect on the
stimated linear isotherm parameters.

The linear gradient elution data provided estimation of linear
sotherm parameters of LPI and the two impurities over a wide
ange of ϕ’s. Only the linear isotherm parameters in a high organic

raction (ϕ ≥ 0.24) range could be verified using isocratic elution of
mall pulses (6.0 g/L LPI, 100 �L, ∼0.01 CV). At a lower organic frac-
ion (ϕ < 0.24), a pulse in isocratic elution had a retention time of

ore than 6 h and the eluted pulse was too dispersed to be detected.
socratic elution runs with duplicate small pulses at ϕ = 0.27, 0.28,
simulations based on the pore diffusion model. Dashed lines are simulated outlet
MeCN fraction. Peaks 1–3 are DP, LPI, and A21, respectively. Note: The pulse data of
DP, LPI, and A21 are superimposed in one plot. The interstitial velocity of these runs
is 11.3 cm/min. The elution volume (x-axis) does not include dead volume.

and 0.30 were carried out (Fig. 3). The linear isotherm parame-
ters “a” estimated from the isocratic elution runs were in close
agreement with the correlation “a” as a function of ϕ obtained from
the linear gradient elution (Fig. 4a). The linear parameters of this
correlation based on ϕe are shown in Table 5.

The LPI pulses in isocratic elution at ϕ = 0.6 show that LPI had
no adsorption and was slightly excluded from the pores. A size
exclusion factor (Ke) for LPI of 0.75 can explain the peak profile
(Fig. 3a). Effective isotherm parameters for LPI were first calcu-
lated by assuming a size exclusion factor (Ke) of 1 (Table 5). The
effect of size exclusion was lumped into the effective adsorption
parameters. A second set of isotherm parameters for LPI was cal-
culated based on the size exclusion factor of 0.75 (Appendix A)
and reported in parenthesis in Table 5. The derivation and the
relation of the two sets of isotherm parameters are reported in
Appendix A. The two sets gave essentially the same a(ϕe), except
when ϕ > 0.4 (a(ϕe) < 0.001, see Supplementary Fig. A). For this rea-
son, the isocratic elution pulse at ϕ = 0.6 (no adsorption) can be
better explained by the second set of isotherm parameters with
the size exclusion factor of 0.75 (Fig. 3a). The two sets of isotherm
parameters gave the same simulation results for all the other runs.
The results indicate that the effective isotherm parameters for LPI
gave accurate results when ϕ < 0.4.

4.4.2. Verification of linear isotherm parameters
To verify the linear isotherm parameters of LPI and the impuri-

ties, the pore diffusion model was tested to simulate the profiles of

linear gradient elution, from which the retention times were used in
estimating the linear isotherm parameters (a(ϕe)). The system dead
volume for pulse injections was about 0.3 mL which was estimated
using pulse tests without the column attached. The dead volume
was treated as two CSTR volumes: one CSTR (0.15 mL) before the
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Fig. 3. Small pulse (100 �L, ∼0.01 CV loading) LPI isocratic elution runs at differ-
ent MeCN fractions: (a) 0.60, (b) 0.30, (c) 0.28, and (d) 0.27. ( ) UV traces at 280
nm. All predictions are based on the the effective isotherms at Ke = 1.0 except the
dashed curves in (a) and (b), which are based on the pore diffusion model with the
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Fig. 4. Modified reversed phase modulator isotherm and model parameters of LPI
and impurities as a function of MeCN fraction: (a) linear isotherm parameters. Sym-
bols (©) were estimated from 100 mL isocratic LPI pulses. Lines were estimated from
ntrinsic isotherm parameters at Ke = 0.75. Thin solid lines are predictions of the
ore diffusion model (Dp = 1.5 × 10−6 cm2/min). The predictions of the three models
pore diffusion, surface diffusion, and parallel diffusion) overlap in (c) and (d). The
nterstitial velocity of these runs is 11.3 cm/min.

olumn and one after the column in the simulations. The simula-
ions closely predicted the peak retention times (mass center) of
he small pulse data (Figs. 2 and 3). Note that the x-axis is the net
lution volume where the system dead volume is subtracted from
he elution volume. The linear isotherm parameters were further
erified with frontal runs, large loading stepwise elution, and large
oading linear gradient elution runs, as discussed in Sections 4.6.2
nd 4.7.2.

.5. Estimation of nonlinear isotherm parameters (bo and Sb)

In this study, the nonlinear isotherm parameters of LPI were
stimated from frontals at three organic fractions (ϕ = 0.27, 0.23,
nd 0.19 (F2, F3, and F4)) at feed concentration from 3.7 to 5.7 g/L
Table 2 and Fig. 5). At ϕ > 0.27, the nonlinear isotherm parame-
er was too small (b < 0.1 L/g) to be measured accurately by this

ethod. The frontal data at ϕ = 0.3 (F1) were not included in the esti-
ation of “b” (Fig. 5a). Instead, F1 was used to verify the parameters

stimated from the other three frontals. Fig. 4b plots the nonlinear
sotherm parameters of LPI (b) as a function of ϕ. Fig. 4c summa-
izes the amount of LPI adsorbed per bed volume as a function of ϕ

nd protein concentration.

To check whether the “b” values obtained in the three frontal
uns were valid at different feed concentrations, three additional
rontal experiments with 11.1, 18.1, and 22.7 g/L LPI in the feed
olutions were carried out at ϕ = 0.27 (F5, F6, and F7 in Table 2).
pulse linear gradient elution runs: ( ) DP, ( ) LPI, and ( ) A21, (b)
Nonlinear isotherm parameters of LPI: (�) frontal data and ( ) model prediction,
(c) modified reversed phase modulator isotherm for LPI.

The nonlinear isotherm parameter, b, at ϕ = 0.27 calculated from
the three runs was 0.11 ± 0.01 L/g, which agreed closely with the
model parameters estimated from F2, F3, and F4 (Fig. 4b and c).
The results indicate that the frontal experiments at three different
ϕ are sufficient to estimate the nonlinear isotherm parameters.

Since the impurities had at least 100 times lower concentra-
tions than LPI, the nonlinear terms in the modified reversed phase
modulator, bjCj, of the two impurities were negligible in Eq. (6a).
The nonlinear isotherm parameters of the impurities were set to
zero in the simulations. The nonlinear isotherm parameters of LPI
were needed for accurate predictions of LPI and the two impuri-
ties in large loading (≥2 CV) stepwise and linear gradient elution
runs. Table 5 summarizes the isotherm parameters of LPI and the
impurities used in the simulations.

The effective capacity of the semi-preparative columns was esti-
mated using anthracene pulse tests throughout their use to detect
any loss of capacity due to column fouling. A pulse injection of a
mixture of uracil and anthracene for column characterization was
done before and after each frontal experiment. The ratio of the
capacity factor of the anthracene was substituted into Eq. (14) to
calculate the effective column length. Two fresh columns were used
for the frontal runs at ϕ = 0.23 and 0.27, respectively. A 5% decrease
in the effective column length was used to take into account the
capacity loss in subsequent runs for ϕ = 0.19 and 0.30.

4.6. Mass transfer parameters
4.6.1. Estimation of mass transfer parameters
A parallel pore and surface diffusion model was tested for LPI

and the two impurities. Since the molecular structures of the impu-
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Fig. 5. LPI frontal experiments at different MeCN fractions: (a) F1, (b) F2, (c) F3,
and (d) F4. (�) HPLC results of LPI; lines are predictions based on the parame-
ters in Table 5: ( ) pore diffusion model, ( ) surface diffusion model,
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Fig. 6. . The ratio of pore diffusion flux to surface diffusion flux as a function of ϕ
and pore concentration. A parallel pore and surface diffusion model can be used to

line in Fig. 7a) is almost the same as Dp, and it is independent of
r ( ) parallel pore and surface diffusion model (Dp = 1.5 × 10−6 and
s = 1.7 × 10−7 cm2/min, unless noted otherwise).

ities and LPI were similar, the mass transfer parameters of the
mpurities were assumed to be the same as those of LPI. Most
f the mass transfer parameters, except pore diffusivity and sur-
ace diffusivity, were estimated from literature correlations. The
xial dispersion coefficient, Eb, was calculated using the Chung and
en correlation unless noted otherwise [62]. The Brownian dif-

usivity, D∞, of lispro insulin in a solution of 5 g/L at pH 7.8 was
.22 × 10−5 cm2/min between 14 and 17 ◦C [63]. The Brownian dif-
usivity of MeCN was 7.31 × 10−4 cm2/min at 15 ◦C [64]. The film

ass transfer coefficient, kf, was estimated using the Wilson and
eankoplis correlation [65].

The strategy discussed in Section 2.4 was applied to estimate
ntrinsic pore diffusivity and surface diffusivity of LPI. The intrin-
ic pore diffusivity, Dp, was estimated by comparing simulations
ith the elution profile of a small pulse at ϕ = 0.60 (Fig. 3a). The
p estimated was 1.5 × 10−6 cm2/min. The apparent pore diffusiv-

ty, Dp,app, at ϕ = 0.27 was estimated to be 2.7 × 10−6 cm2/min by
omparing simulations based on the pore diffusion model with the
ow concentration portion of the breakthrough curve (Fig. 5b). The
p,app was larger than the intrinsic Dp estimated from the isocratic
ulse at ϕ = 0.6, indicating that both pore diffusion and surface
iffusion contribute to intraparticle diffusion. The Ds of LPI was

hen estimated from the Dp and Eq. (21a) to be 1.7 × 10−7 cm2/min.
able 5 summarizes the mass transfer parameters used in the sim-
lations in this study.
predict the breakthrough curve and elution profiles, when the ratio is close to 1.
(♦) isocratic pulse, (�) frontal, (�) stepwise elution, and (©) linear gradient elution
runs.

4.6.2. Ratio of pore diffusion flux to surface diffusion flux, Dp,app

and Ds,app as a function of ϕ and Cp

If the isotherm parameters, Dp and Ds are known, one can use
Eq. (22d) and plot the ratio of pore diffusion flux to surface diffusion
flux as a function of ϕ and Cp (Fig. 6). When ϕ ≥ 0.30 (a(ϕ) < 0.4), as
expected from Eq. (23a), the flux ratio is greater than 10 for all con-
centrations, and this is defined as the pore diffusion control region
(Fig. 6). Similarly, the region with a flux ratio less than 0.1 is defined
as the surface diffusion control region. The region with a flux ratio
between 0.1 and 10 is defined as the parallel diffusion region.

Notice that most of the experimental data are in the parallel
diffusion region, except the low concentration portions (Cp < 1 g/L)
of the frontals at ϕ = 0.23 and 0.19, which are in the surface diffusion
control region. Specifically, all the linear gradient elution runs and
stepwise elution runs (except the first elution step in S3) have a
ratio of pore diffusion flux to surface diffusion flux between 1 and
4. The high concentration portions of the frontals at ϕ = 0.19 and
0.23 and the first elution step in S3 (ϕ = 0.25) have a ratio of surface
diffusion flux to pore diffusion flux between 3 and 5.

If Dp and Ds are constant, one can calculate and plot Dp,app (if
estimated using the pore diffusion model) and Ds,app (if estimated
using the surface diffusion model) as a function of ϕ and Cp (Fig. 7).
The Dp,app (solid line) and Ds,app (dashed line) can vary by several
orders of magnitude, because the concentration gradients in the
pore phase and on the surface depend strongly on ϕ and Cp. The
surface concentration can vary with ϕ by three orders of magni-
tude. The pore phase concentration can also vary by five orders of
magnitude depending on the loading volume (from 0.0004 CV pulse
to 13 CV frontal). The results in Fig. 7 suggest that for a parallel pore
and surface diffusion system, neither a pore diffusion model nor a
surface diffusion model can use a constant diffusivity to predict the
frontal and elution profiles over the wide range of ϕ’s and Cp’s. The
predictions in Fig. 7 are first discussed below and then compared
with the apparent diffusivities (Dp,app and Ds,app) estimated from all
the runs.

At ϕ = 0.3, since little LPI is adsorbed (a = 0.4 and b = 0.01 L/g),
pore diffusion dominates at all concentrations (Fig. 6). Dp,app (solid
concentration, because contribution from surface diffusion is neg-
ligible. Ds,app (dashed line in Fig. 7a) is slightly greater than Dp,
because εp(1 − εb)/a(ϕ) in Eq. (21b) is greater than 1. The predic-
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size increased from 5 (0.0004 CV) to 100 �L (0.01 CV) (results
reakthrough curve, (©) is Ds,app estimated from isocratic pulse, and (�) is Ds,app

stimated from breakthrough curve. The model is based on Dp = 1.5 × 10−6 cm2/min
nd Ds = 1.7 × 10−7 cm2/min. Curve 1 is Dp,app (Eq. (21a)); curve 2 is Ds,app (Eq. (21b)).

ions in Fig. 7 indicate that for ϕ ≥ 0.3, a pore diffusion model with a
onstant Dp can model a parallel pore and surface diffusion system.
surface diffusion model can also work in this ϕ range. However,

he Ds,app is an order of magnitude higher than the intrinsic Ds, and
s,app can increase slightly with increasing concentration (Fig. 7a).

At ϕ < 0.3, Dp,app (solid line) and Ds,app (dashed line) strongly
epend on ϕ and Cp (Fig. 7b–e). As expected from Eq. (21a), at a

ow concentration, Dp,app is greater than Dp, because of significant
ontributions from surface diffusion (Fig. 7b–e). As concentration
ncreases, the contribution from surface diffusion is diminished,
p,app approaches Dp at high pore concentrations.

The contribution from pore diffusion is negligible at a low pore
oncentration and a low ϕ. For this reason, the Ds,app (dashed lines
n Fig. 7b–e) approaches Ds for ϕ < 0.3. As concentration increases,
ore diffusion contribution becomes increasingly more important,
s expected from Eq. (21a). The estimated Ds,app can be much larger
han Ds, and is expected to increase with increasing concentration
Fig. 7b–e).

Experimental Dp,app (diamonds estimated from pulse data and
riangles from frontals) and Ds,app (circles from pulse data and
quares from frontals) are compared with the predicted Dp,app (solid
ines) and Ds,app (dashed lines) in Fig. 7. At ϕ = 0.3, the Dp,app val-

es estimated from the breakthrough curve (Fig. 5a) and from the
dsorption wave of the small pulse in isocratic elution (Fig. 3b)
gree with the predictions of the parallel diffusion model (solid
ine in Fig. 7a).
A 1217 (2010) 8103–8120 8115

At ϕ = 0.27 and 0.28, Dp,app (diamonds) and Ds,app (circles) esti-
mated from the adsorption wave of the small pulse in isocratic
elution (Fig. 3c and d) agree with the prediction of the parallel dif-
fusion model in Fig. 7b and c. The Dp,app was larger than Dp, because
of the contribution of surface diffusion. Since the contribution
from surface diffusion decreases with increasing concentration, the
Dp,app estimated from the breakthrough curve at 18 g/L (frontal data
not shown) is close to Dp (Fig. 7c). This result also agrees with the
prediction of the parallel diffusion model.

When ϕ was 0.23 or smaller, retention time in isocratic elu-
tion was too long to allow detection of a small pulse. Therefore,
only the diffusivities estimated from the breakthrough curves could
be compared with the predictions. At ϕ = 0.23, the Dp,app (triangle)
and Ds,app (square) estimated from the breakthrough curve (Fig. 5c)
agree with the predictions of the parallel diffusion model in Fig. 7d.
At this feed concentration, 5.3 g/L, a(ϕ) = 97.4 and b(ϕ)Cp = 10, Ds,app

and Dp,app values are similar as expected from Eq. (21).
All the pulse and frontal data are consistent with the parallel dif-

fusion model with Dp = 1.5 × 10−6 and Ds = 1.7 × 10−7 cm2/min. The
high concentration portion of the frontal data (>3 g/L) at ϕ = 0.19
is the only exception. At ϕ = 0.19, Dp,app predicted should approach
Dp (Dp,app = Dp + 0.11Ds) and a high Ds,app, ∼9Dp (Ds,app = Ds + 9Dp)
was predicted for the frontal at 5.7 g/L (Fig. 7e). As such, the paral-
lel diffusion model predicts a relatively sharp breakthrough curve
for F4 (Fig. 5d). However, the experimental breakthrough curve at
the high concentration region shows slow approach to saturation,
which is a characteristic for surface diffusion, and cannot be pre-
dicted closely by a pore diffusion model with any Dp value (see
Supplementary Fig. Bb). F4 also cannot be predicted by the surface
diffusion model with a constant Ds,app. The low concentration por-
tion of the breakthrough curve (<3 g/L) can be explained using Ds,app

∼5 × 10−8 cm2/min, whereas the high concentration portion using
Ds,app about 10−8 cm2/min (Supplementary Fig. Bc). The Ds,app esti-
mated does not increase with increasing concentration as expected
from Eq. (21b). On the contrary, the Ds,app estimated decreases with
increasing concentration (Supplementary Fig. Bc). The high con-
centration portion of the breakthrough curve (F4) can be predicted
closely using a parallel diffusion model if the intrinsic diffusivi-
ties are reduced by an order of magnitude, Dp = Ds = 10−8 cm2/min.
The surface diffusivity could be reduced because the concentra-
tion of LPI adsorbed on the sorbent surface at ϕ = 0.19 reached qmax

(64 g/L CV) at a pore concentration of 3 g/L (Fig. 4c). Since the C8 sor-
bent has an average pore diameter of 100 Å, the diffusivity of LPI
(20 Å × 25 Å × 30 Å) in the pores can also be hindered and reduced
by the adsorbed LPI in the high concentration region (>3 g/L).

4.7. Model verification with elution profiles

4.7.1. Model verification with pulse profiles
To verify the rate model and model parameters, VERSE simu-

lations with the estimated parameters are compared with linear
gradient (Fig. 2) and isocratic pulse profiles (Fig. 3). The retention
time of the peaks can be predicted closely by the rate model, as dis-
cussed in Section 4.4.2. At ϕ = 0.6, LPI adsorption is negligible and
the experimental pulse is slightly more asymmetric than predicted
(Fig. 3a). The discrepancy can be due to slightly nonuniform packing
or a small amount of dead volume within the column [66].

As ϕ decreases, the isocratic elution peaks show more pro-
nounced tailing (Fig. 3b–d). The asymmetric peaks cannot be due
to nonlinear effects, since the pulse size is small (100 �L) and
bCp « 1. Furthermore, the peak tailing was reduced as the pulse
not shown). Such tailing could not be attributed to mixing in the
extra column dead volume, since the simulations already took into
account extra-column mixing by the two CSTR’s. The effect of MeCN
adsorption was also ruled out as a cause for peak tailing, since sym-
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Fig. 8. Verification of the rate model and the model parameters with the large load-
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Fig. 9. Verification of the rate model and the model parameters with the large load-

tailing was observed in L3 and L4 (Fig. 10). One possible rea-
son for the peak tailing is viscous fingering at a high elution
velocity (u0 = 11.3 cm/min) for the high loading (>4 CV). The elu-
tion velocities in L3 and L4 were about three times of those
in L1 and L2. When a more viscous protein solution was dis-
ng stepwise elution runs: (a) S1, (b) S2, and (c) S3. Symbols are HPLC results: ( ) DP,
�) LPI, and ( ) A21; lines are model predictions based on parameters in Table 5:

) MeCN fraction at column outlet; ( ) DP, ( ) LPI, and ( ) A21.
thers are noted in the figure.

etric LPI peaks were predicted when the adsorption isotherm of
eCN was included in the simulation.
The tailing in the linear region (≤0.01 CV loading) could be

ttributed to the heterogeneous C8 stationary phase. Proteins, LPI
or example, could interact more strongly with a small amount of
igh energy sites [67]. The high affinity sites could result in peak
ailing at low loading (<0.01 CV). A dual-site Langmuir isotherm
an be used in the rate model to simulate such tailing [42]. More-
ver, a non-spherical solute can adsorb on the stationary phase with
ostly side-on orientation at a low coverage and end-on orienta-

ion at a high coverage. The solutes with the side-on orientation
an adsorb more strongly with the stationary phase, resulting in
he peak tailing in the linear region [68]. However, peak tailing due
o heterogeneity in binding sites or binding orientation at the low
oading (<0.01 CV) is apparently negligible at high loading (≥2 CV)
s shown in the chromatograms of stepwise and linear gradient
lution runs in the section below.

.7.2. Model verification with large loading stepwise elution and
inear gradient elution profiles

VERSE simulations with estimated parameters are compared
ith the large loading (≥2 CV loading) stepwise elution and lin-

ar gradient elution profiles (Figs. 8 and 9). In these runs, LPI and
mpurities were eluted when ϕ ≥ 0.27, except the first elution step
n S3. The contributions from surface diffusion are expected to
esult in a Dp,app which is 30–50% greater than Dp as expected
rom Fig. 7a–c. However, the waves are sharp in this velocity range
ecause of the small particle size and furthermore, the waves are
harpened by the gradient. The small increase in Dp,app does not
ave discernable effect on the peak shapes (more discussion can be
ound in the sensitivity studies in Section 4.7.4). As a result, a pore
iffusion model with a constant Dp can predict closely the peak
hapes of LPI and DP in the large loading stepwise and linear gra-
ient elution runs (Figs. 8 and 9). The adsorption and desorption
aves for all the runs at an interstitial velocity less than 10 cm/min
ing linear gradient elution runs: (a) L1 and (b) L2. Symbols are HPLC results: ( ) DP,
(�) LPI, and ( ) A21; lines are model predictions based on parameters in Table 5:
( ) MeCN fraction at column outlet; ( ) DP, ( ) LPI, and ( ) A21.
Others are noted in the figure.

are predicted within experimental errors (±3%) for LPI and the
impurities.

4.7.3. Peak tailing at a high loading (>4 CV) and a high elution
velocity (u0 > 10 cm/min)

Among the large loading linear gradient elution runs, long
Fig. 10. Verification of the rate model and the model parameters with the large
loading linear gradient elution run: (a) L3 and (b) L4. (�) HPLC results of LPI; lines
are model predictions: ( ) MeCN fraction at column outlet; ( ) LPI, local
equilibrium, Chung and Wen correlation. Others are noted in the figure.
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ig. 11. Sensitivity of elution profiles to isotherm parameters of LPI. Symbols are H
) DP, ( ) LPI, and ( ) A21. Simulations are based on parameters in

.9ao,LPI, and (d) 1.1bo,LPI.

laced by a less viscous mobile phase (acetonitrile in morpholine
uffer), the interface became unstable. Instead of a plug flow
rofile at the interface, the low viscosity mobile phase forms
ngers into the more viscous protein band. To simulate such
henomenon, the axial dispersion coefficient during elution was
orrelated using an empirical correlation (Eb is linearly proportional
o u0). Simulations using the correlation show better agreement
ith the experimental data in L3 and L4 (Fig. 10). The results

ndicate that the tailing could be caused by viscous fingering at
high loading and a high elution velocity (u0 > 10 cm/min). A

imilar correlation was tested successfully to take into account
ispersion due to viscous fingering in previous studies of sugar
olutions [19,20].

.7.4. Effect of gradient focusing on peak shape in stepwise and
inear gradient elution

Simulations were carried out for the three large loading step-
ise elution runs (Fig. 8). In S1, most of the LPI eluted in the first

lution step (Fig. 8a). In S2 and S3, some LPI eluted in the first step
nd the remaining solute was focused and eluted in the second
lution and the regeneration steps (Fig. 8b and c).

The LPI adsorption wave for S1 during loading (ϕ = 0.19) was
elf-sharpening because of the high affinity during loading (a = 2172
nd b = 34 L/g). When a step change in ϕ = 0.28 was introduced in
he first elution step, the adsorption wave was also focused by the
tep increase in ϕ. The adsorption wave in S2 (Fig. 8b) was less sharp
han that in S1 (Fig. 8a), because ϕ in the first elution step (ϕ1 = 0.27)
n S2 was lower than ϕ1 in S1 (=0.28). As a result, the adsorption

ave in S2 was less focused by the smaller step change in ϕ. For a
imilar reason, the adsorption wave in S3 (ϕ1 = 0.25, Fig. 8c) was less
harp than in S2. During the elution steps, the desorption waves in
ll three cases were broadened by nonlinear effects.

Simulations were carried out for the large loading linear gra-
ient elution runs (Fig. 9). Similar to stepwise elution runs, the

dsorption waves during loading (ϕ = 0.19) were self-sharpening.
he adsorption waves were further focused by the increasing ϕ dur-
ng elution. The maximum concentration for the adsorption wave

as lower in L1 (Fig. 9a) than that in L2 (Fig. 9b), because the gra-
ient slope in L1 (0.87%/CV) was smaller than in L2 (1.43%/CV). For
esults from L2: ( ) 3X DP, (�) LPI, and ( ) 40X A21; lines are model predictions:
5 with the following changes in isotherm parameters: (a) 1.1ao,LPI, (b) 0.9bo,LPI, (c)

the same reason, the peak width in L1 (3 CV) was wider than that
in L2 (1.5 CV).

If the estimated ao,LPI or bo,LPI is off by 10%, the predicted elu-
tion profiles of LPI are affected significantly (Fig. 11). When ao,LPI
is increased by 10% or bo,LPI is decreased by 10%, the capacity of
LPI during loading (qo,LPI) is increased by 10%, resulting in a more
focused LPI peak with a longer retention time (Fig. 11a and b). A
decrease in ao,LPI or an increase in bo,LPI by 10% results in a broader
LPI peak with a shorter retention time (Fig. 11c and d). More impor-
tantly, since the low affinity impurity DP is displaced by LPI, the
elution time of DP is controlled by the adsorption wave of LPI.
The errors in LPI isotherm parameters affect significantly the pre-
dicted elution profiles of DP. By contrast, the elution profiles of the
high affinity impurity A21 are slightly affected by the errors in LPI
isotherms. The eluted peak width of DP is less than 0.2 CV, which is
less than 5% of the net elution time of the LPI adsorption wave. The
separation of DP from LPI cannot be predicted if the LPI isotherm
parameters have 10% errors (Fig. 11). The experimental and the pre-
dicted yield values for the specified product purity requirements
are compared for stepwise elution runs and linear gradient runs
in Tables 3 and 4. The accuracy of the experimental yield values is
slightly lower than predicted, because the size of the fraction col-
lected at the column effluent for HPLC analysis was limited to 1 mL.
In the simulation, the product peak can be cut precisely according
to the purity requirement. The differences between the predicted
and the experimental yield values are less than 2%. The close agree-
ment indicates that the estimated isotherm parameters are quite
accurate.

4.7.5. Effect of diffusion on peak shape in stepwise and linear
gradient elution

While gradient focusing sharpens the waves, diffusion broad-
ens the waves during peak migration. A key dimensionless group,
Np (=εpDpL/u0R2) which is a characteristic diffusion rate relative

to a characteristic convection rate, allows us to compare the dif-
fusion effects at different velocities in these runs. Since all these
runs are in the parallel diffusion region, Dp,app(ϕ,Cp) instead of the
intrinsic Dp is used in calculating Np,app. The values are listed in
Tables 3 and 4.
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In the two stepwise elution runs (S1 and S2) and the two lin-
ar gradient elution runs (L1 and L2), the LPI peaks are eluted
t ϕ ≥ 0.27 (Figs. 8a, b, and 9). For these cases, the Np,app values
re greater than 10. Further increase in Np,app in simulations has
o effect on the predicted profiles. Apparently, when Np,app ≥ 10,
he focusing effects for loading at ϕ = 0.19 and elution at ϕ ≥ 0.27
re sufficiently strong to overcome the relatively small diffusion
preading. As Np,app is reduced to less than 10 by increasing parti-
le size or increasing velocity, the wave broadening due to diffusion
annot be completely compensated by the focusing effects (Figs. 8b
nd 9a).

In S3, in spite of the high Np,app (=23) during the first elution step
t ϕ = 0.25, the LPI adsorption wave was broadened by diffusion
Fig. 8c). Apparently, the focusing effects for loading at ϕ = 0.19 and
lution at ϕ = 0.25 are weaker than all the other runs where elution
ccurs at ϕ ≥ 0.27.

. Conclusions

The adsorbed LPI can be recovered with high purity (≥99.5%)
nd high yield (≥95%) using stepwise and linear gradient elution
n RPC under the conditions tested (Tables 3 and 4). Since the dif-
usion rates are slow compared to adsorption and desorption rates
Supplementary Table C), one can use equilibrium isotherms in the
ate model to describe the adsorption and desorption of LPI and
mpurities.

The isotherms of LPI and impurities can be described by a mod-
fied reversed phase modulator isotherm. The solvent-modulated
sotherm parameters account for the effects of MeCN adsorption
nd the modulation of LPI adsorption by MeCN. Although LPI has
n intrinsic size exclusion factor of 0.75, the effects of size exclusion
re minor and can be taken into account by the isotherm modula-
ion parameters when ϕ is between 0.19 and 0.40 (Supplementary
ig. A).

An efficient method has been developed for estimating isotherm
arameters over a wide range of ϕ’s. The linear isotherm parame-
ers are estimated from the retention times of two or more pulse
inear gradient elution runs at different gradient slopes. The non-
inear isotherm parameters are estimated from frontal data at three
r more ϕs. Compared to frontal analysis, this method requires less
aterial and an order of magnitude fewer experiments.
In this study, we have developed a parallel pore and surface dif-

usion model for LPI and the impurities because preliminary studies
howed that the asymmetric breakthrough curves of LPI at a low
could not be explained by a pore diffusion model. Furthermore,

he Dp,app estimated from a pore diffusion model and the Ds,app esti-
ated from a surface diffusion model varied significantly with LPI

oncentration and ϕ. We develop a strategy to estimate the intrin-
ic diffusivities. The intrinsic Dp is estimated from pulse data at a
igh ϕ (ϕ ≥ 0.6), where protein adsorption is negligible. Dp,app and
s,app are estimated from the frontal data in a parallel diffusion

egion, where the contributions from pore diffusion and from sur-
ace diffusion are comparable. The intrinsic diffusivities allow us to
dentify the ϕ and pore concentration regions where (1) pore dif-
usion flux dominates, (2) surface diffusion flux dominates, or (3)
ore and surface diffusion fluxes are comparable.

The results show that the parallel pore and surface diffusion
odel with constant intrinsic diffusivities (Dp and Ds) can pre-

ict most of the breakthrough curves and elution profiles over a
ide range of ϕ’s (0.19–0.40), concentrations (0.05–18 g/L), loading
olume (0.0004–13 CV), and interstitial velocities (u0 < 10 cm/min)
Figs. 2, 3, 5, 8, and 9). For a small pulse (0.0004–0.01 CV) in iso-
ratic or gradient elution, the retention times are well predicted,
ut not peak tailing, which could be due to the presence of a small
mount of high energy adsorption sites in the sorbent or hetero-
A 1217 (2010) 8103–8120

geneity in adsorption orientation. The high concentration portion
(>3 g/L) of the frontal data at ϕ = 0.19 can be predicted closely if both
Dp and Ds are reduced at the high surface concentration (64 g/L)
(Fig. 5d).

The linear isotherm parameters of LPI and the impurities
decrease by four orders of magnitudes as ϕ increases from 0.19
to 0.40. As a result, the ratio of pore diffusion flux to surface diffu-
sion flux, Dp,app (estimated from a pore diffusion model) or Ds,app

(estimated from a surface diffusion model) can also vary by several
orders of magnitude depending on ϕ and Cp (Fig. 7). In the surface
diffusion dominating or parallel diffusion regions, breakthrough
curves at a high concentration can be asymmetric because sur-
face concentration gradient diminishes as the surface approaches
saturation.

Contributions from surface diffusion can also cause an appar-
ent increase in Dp,app for a small pulse (≤0.01 CV loading) at
ϕ ≤ 0.28. At a low ϕ ≤ 0.23, the surface concentration gradient
can be much larger than that in the pore phase. Since Dp,app is
estimated based on the pore concentration gradient without con-
sidering the surface flux, the Dp,app estimated can be greater than
the intrinsic Dp. As Cp increases as loading volume increases or
solvent strength decreases in gradient elution, the pore diffu-
sion flux can be much greater than the surface diffusion flux. The
Dp,app estimated from the pore diffusion model can approach the
intrinsic Dp. The Ds,app estimated in the parallel diffusion region
approaches the intrinsic Ds at a very low Cp and always increases
with increasing Cp because of increasing contribution from pore
diffusion.

In the parallel diffusion region, where the ratio of pore diffusion
flux is greater than surface diffusion flux, a pore diffusion model
with a constant Dp,app or a surface diffusion model with a con-
stant Ds,app cannot predict closely the isocratic elution profiles of
the small pulses when ϕ varies from 0.27 to 0.30 (Fig. 3b–d). When
surface diffusion flux to pore diffusion flux is much greater than 1
in the parallel diffusion region, the contribution from surface diffu-
sion are significant. A pore diffusion model cannot predict closely
the asymmetric breakthrough curves at ϕ ≤ 0.23. A surface diffusion
model or a parallel diffusion model can predict closely the frontal
profiles (Fig. 5c).

In stepwise and linear gradient elution at a high loading (2–3
CV), LPI and impurities are loaded at a low ϕ (0.19) and eluted in
a region of relatively high ϕ (0.27 or higher). The elution peaks
are strongly sharpened and focused by the gradient because of the
large affinity difference between the loading ϕ and the elution ϕ.
When Np,app ≥ 10, the diffusion spreading is mostly compensated by
the gradient focusing. Although Dp,app is 2 or 3 times of the intrin-
sic Dp, contributions from surface diffusion during elution do not
have discernable effects on the focused peaks because of the strong
focusing effect and the high Np,app. For this reason, a pore diffusion
model with a constant Dp,app can predict closely the elution profiles
of LPI and the impurities for stepwise and linear gradient elution
(Figs. 8 and 9). The experimental yield values (≥95%) are predicted
to within ±1% by the model.

Nomenclature

a linear isotherm parameter at an effective organic fraction
ao linear isotherm parameter at the reference organic frac-

tion

b nonlinear isotherm parameter at an effective organic frac-

tion
Bf,i film mass transfer rate/axial convection rate for species i

(=kf,iL/u0R)
Bii Biot number for species i (=kf,iR/εpDp,i)
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o nonlinear isotherm parameter at the reference organic
fraction
concentration of the solute

e maximal possible inlet concentration or a reference con-
centration

i dimensionless concentration for species i
V column volume
∞ Brownian diffusivity
p intrinsic pore diffusivity
s intrinsic surface diffusivity
V dead volume of the system
b axial dispersion coefficient

capacity factor
e size exclusion factor
f film mass transfer coefficient
o capacity factor at the reference organic fraction

o,− reaction rate constant of desorption
o,+ reaction rate constant of adsorption

eCN acetonitrile
f,i film mass transfer rate/axial convection rate for species i

(=3L(1 − εb)kf,i/Rεbu0)
l−,i desorption rate/axial convection rate for species i

(=Ll−,i(ϕe)/u0)
l+,i adsorption rate/axial convection rate for species i

(=Ll+,i(ϕe)Ce,i/u0)
p,i intraparticle diffusion rate/axial convection rate for

species i (=εpLDp,i/u0R2)
s,i surface diffusion rate/axial convection rate for species i

(=LDs,i/u0R2)
eb,i axial Peclet number for species i (=u0L/Eb,i)

amount of solute adsorbed per column volume
max the maximum capacity of the column

(=qmax(ϕ) = a(ϕ)/b(ϕ))
particle position
particle radius
slope of log10 k versus ϕ

− desorption kinetic parameter
+ adsorption kinetic parameter
a linear isotherm parameter
b nonlinear isotherm parameter
br mass center time or retention time of the breakthrough

curve
d dwell time
G gradient time, time for ϕ varying from ϕ0 to ϕf

GR solute retention time in linear gradient elution run
r retention time in isocratic elution (Eq. (10a))
0 interstitial velocity
br breakthrough volume in frontal experiments

dimensionless axial column position (= z/L)
l,i net adsorption rate

axial column position

reek letters
L loading factor = Ce,i/[(1 − �p) C̄T,i]
b interparticle voidage
p intraparticle voidage
t total voidage

dimensionless time (=t/	)
dimensionless particle position (=r/R)
percolation time (=L/u0)
organic fraction, acetonitrile fraction in this study
0 initial organic fraction in a linear gradient elution process
1 organic fraction of the first elution step
2 organic fraction of the second elution step
e effective ϕ = ϕ − 0.19
f final organic fraction in a linear gradient elution process

[
[

[

[

A 1217 (2010) 8103–8120 8119

Subscripts
app apparent
b bulk phase
f feed solution
i, j component counters
n property in the n-th run
new property of a fresh or new column
old property of an older column
p particle phase
s surface
T maximum capacity per solid volume

Diacritic
solid phase
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